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A B S T R A C T   

Soil respiration (Rs) and methane (FCH4) fluxes are two important metrics of ecosystem metabolism. An accurate 
estimate of the budget of these two greenhouse gases is critical to understanding their response to climate and 
land-use changes. Reconstructing continuous time series of gappy chamber Rs and eddy-covariance derived FCH4 
measurements is usually done based on correlative relationships of these fluxes with environmental variables. 
However, current approaches do not account for the fact that different environmental drivers affect the carbon 
fluxes at different temporal scales. Here we propose a novel gapfilling technique that accounts for the specific 
spectral frequencies at which each of the environmental variables covaries with Rs and FCH4 - photosynthetically 
active radiation at diel scale, soil temperature at synoptic scale, and soil moisture, water table depth and at
mospheric pressure at synoptic and seasonal scale. The method was applied on two operational loblolly pine 
plantations of different ages and a mixed hardwood forested wetland on the lower coastal plain of North Car
olina. The time series of these environmental drivers were reconstructed using wavelet decomposition and a 
Daubechies wavelet filter. Further, to consider the joint influence of the environmental drivers, parametric 
(elastic net regression, support vector machine, gradient boost and artificial neural network), and nonparametric 
(Bayesian) statistical models were chosen, and compared the results with Q10 and Marginal Distribution Sam
pling (MDS) outputs. In all cases, the algorithms were trained on 70 % of the data and validated with the 
remaining data. Spectral-filtered models did not significantly differ from those driven by unfiltered data with 
respect to Rs and FCH4 predictions. While all the spectrally driven algorithms achieved high predictive accuracy 
against Q10, the increase in model fit compared to MDS was minimal. Spectral data filtering modestly improves 
model accuracy, shedding light on complex environmental and biological factors affecting greenhouse gas flux 
variability.   

1. Introduction 

Accurate future climate projections require the predictive capability 
of land surface biogeochemistry, including the carbon cycle (Jones et al., 
2003; Meissner et al., 2021). Soil respiration (Rs), the second largest 
carbon flux to the atmosphere, is currently represented by both 

statistical and process-based approaches in ecosystem carbon cycle 
models (Lloyd and Taylor 1994; Turetsky et al., 2014; Parton et al., 
1987; Li et al., 1992). The former incorporate either a simple expo
nential response to temperature function (Arrhenius, 1889; Jones et al., 
2003) or more detailed data-oriented approach that integrates various 
biotic and abiotic drivers, including soil properties, temperature, mois
ture and carbon substrate availability (Bond-Lamberty & Thomson, 
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2010; Warner et al., 2019; Tang et al., 2020). The latest process-based 
models include microbial processes interacting with soil microenviron
ment, roots and one another, aiming for improved representation of 
temporal dynamics and future projection capability compared to sta
tistical models (Wieder et al., 2015; Sulman et al., 2017; Robertson et al., 
2019). Yet, the improvement in large-scale and long-term projections 
due to the incorporation of microbial processes remains to be elucidated 
(Wieder et al., 2019). 

As we recently demonstrated, the interactive effects of different bi
otic and abiotic influences on Rs can statistically be separated in the 
temporal domain (Mitra et al., 2019). It emerged that the causal influ
ence of environmental factors affected the synoptic and seasonal dy
namics of Rs, whereas diurnal dynamics appeared controlled by plant 
carbohydrate status. Notably, in a follow-up analysis, we also found that 
methane flux (FCH4), which is exclusively a microbial process, exhibited 
similar co-spectral signatures with environmental drivers as did Rs (Villa 
et al., 2019, Mitra et al., 2020). Earlier studies have also observed 
temporal offsets between FCH4 and its presumed drivers (Chang et al., 
2021; Sturtevant et al., 2016; Sturtevant et al., 2012; Vizza et al., 2017). 
In their 2021 meta-analysis, Knox et al. identified the primary factors 
influencing FCH4, noting that soil and air temperature, water table depth, 
and atmospheric pressure exhibit variations across diel, synoptic, and 
seasonal timescales. Many FCH4 simulation studies do not consider the 
temporal domain of environmental factors, even though Kim et al., 
(2020) explored the impacts of time-lagged controls on FCH4 gap filling 
and considered net ecosystem exchange as a proxy of carbon substrate 
related to vegetation processes. Resolving these knowledge gaps is 
critical, especially the coupling between plant and soil processes, as it is 
relevant for both future projection models, as well as filling inevitable 
gaps in observation time series (Aubinet et al., 2012). 

The statistical evidence of the significance of plant-microbe in
teractions for both CO2 and CH4 emissions is significant in that it is 
currently not explicitly considered in the ecosystem and Earth system 
models and is not guaranteed to naturally arise from the inclusion of 
microbial processes in the above-cited models. It is possible that this 
omission contributes to the large remaining uncertainties about Rs and 
FCH4 trajectories to future climate projections in global land surface 
models (Anav et al. 2013; Ciais et al., 2014; Friedlingstein et al. 2006; 
Hoffman et al. 2014). 

Moving from partitioning the spectral signatures of different effects 

to practical application is the next logical step. The statistical nature of 
our original spectral analysis makes it suitable for gapfilling discontin
uous Rs and FCH4 data when the time series of the drivers are available. 
Current community standard gap-filling models – different temperature 
response functions (Lloyd and Taylor, 1994; Fang and Moncrieff, 2001), 
marginal distribution sampling (Reichstein et al. 2005) and artificial 
neural networks (Moffat et al. 2010) – all fall in the statistical category. 
They have been rigorously evaluated and they tend to perform reliably 
in all biomes (Falge et al. 2001; Moffat et al. 2007; Pastorello et al. 
2020). The basic approach has been to select meteorological variables 
(e.g., air temperature, soil moisture, incoming shortwave radiation, 
wind speed) or flux variables (e.g: sensible heat and latent energy) that 
are consistently measured along with the GHGs’ and then use them as 
forcing parameters, even though they may not have a causal relationship 
with the fluxes (Reichstein et al., 2019). 

To that end, we propose a novel gap-filling and simulation procedure 
for estimating Rs and FCH4 fluxes by building on the emerging concep
tual understanding of scale-dependence of the controls of the two 
greenhouse gases (Mitra et al., 2019, 2020) by accounting for the main 
periodic components of individual drivers and maintaining the spectral 
information of individual variables and their relationships. The objec
tive of this research was to systematically evaluate the effectiveness of 
simulating Rs and FCH4 with spectrally filtered input data and evaluate 
model performance against two community standards driven by 
measured inputs: i) Marginal Distribution Sampling (MDS; Reichstein 
et al. 2005; Wutzler et al. 2018; Pastorello et al. 2020) and (ii) simple 
Q10 model (Lloyd & Taylor 1994). Secondarily, we evaluated the per
formance of an ensemble of machine learning models (Elastic Net 
regression, Support Vector Machine, XGBoost, Random Forest, and 
ANN) and Bayesian workflows that are agnostic to data structure and 
normality and do not make a-priori assumptions about the linearity of 
the relationships among independent and dependent variables. To our 
knowledge, the incorporation of spectral information in the simulation 
of biogeochemical processes remains scarce (but see Bakhshian and 
Romanak, 2021) and can potentially elevate the predictive capabilities 
of Rs and FCH4 simulation by moving beyond ubiquitous correlation 
techniques and emphasizing causal relations. 

2. Methods 

2.1. Site description 

The data used for this study were collected at three Ameriflux eddy 
covariance sites in North Carolina, USA: Rs data at US-NC1 and US-NC2 
(Noormets, 2018; Noormets et al., 2022a), and ecosystem net CH4 ex
change (FCH4) at US-NC4 (Noormets et al., 2022b). The vegetation, soil 
and climate characteristics, and instrumentation have been described in 
detail elsewhere (Aguilos et al. 2020, 2021). To summarize, the main 
salient features are as follows. The sites are in the lower coastal plain in 
North Carolina (35.8o, -76.7o). The climate is subtropical maritime, with 
a mean annual temperature of 17 ◦C and mean annual precipitation of 
1300 mm. The soils are deep histosols with a shallow water table (<1.5 
m). The US-NC1 and US-NC2 sites are operational loblolly pine (Pinus 
teada L.) plantations, managed on a 25-year rotation, planted at 1300 
trees per acre, thinned at around age 10, and fertilized both at the 
establishment and after thinning. The sites are drained with a network of 
ditches (100 m spacing), keeping the forest from flooding after harvest. 
US-NC4 is a natural bottomland forested wetland (Nyssa-Taxodium type) 
within the Alligator River National Wildlife Refuge in Dare County on 
the Albermarle-Pamlico peninsula, with similar soil and climate condi
tions as the other sites, except for minimal draining and lower elevation, 
resulting in approximately 8-month hydroperiod (Miao et al., 2017). 
Eddy covariance and chamber flux measurements were conducted from 
2005-2012 at US-NC1, 2005-present at US-NC2, and 2009-present at 
US-NC4. The data used in the current study spanned years 2009–2011 in 
US-NC1 (tree age 5–7 years), 2010–2014 in US-NC2 (tree age 18-22 

List of symbols 

S4 approximation coefficient 
P (kPa) atmospheric pressure 
Ta (◦C) air temperature 
Pa (kPa) atmospheric pressure 
p(xi|yj) conditional probabilities 
d1, d2, d3, d4, d5, d6, d7, d8, d9, d10, d11, d12 detailed 

coefficients 
LE (W m− 2) ecosystem-scale latent energy 
H(x) entropy of variable x 
H(y) entropy of variable y 
J(x,y) joint entropy of x and y 
p(xi,yj) joint probabilities 
CH4 (umol m− 2 s− 1) methane flux 
FCH4 (umol m− 2 s− 1) net ecosystem CH4 exchange 
NEECO2 (umol m− 2 s− 1) net ecosystem CO2 exchange 
p probability distribution of measured data 
q probability distribution of modeled data 
Js, (g m− 2 s− 1) sap flow velocity 
Ts5 (◦C) soil temperature at 5 cm 
WTD (cm) water table depth  
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years), and 2013–2016 in US-NC4 (average tree age ~100 years). Data 
selection was determined by data coverage and continuity (e.g., in
strument availability), interfering management activities (e.g., thinning 
at US-NC2), and weather events (e.g., hurricanes and storms at US-NC1 
and US-NC4; Aguilos et al., 2020, 2021). 

2.2. Measurements 

Rs was measured continuously by the eddy covariance instrument 
towers of US-NC1 and US-NC2 on polyvinyl chloride collars using an 
automated soil CO2 efflux chamber (LI 8100-104, LICOR Inc). The 
spatial representativeness of the continuous single-chamber measure
ments was confirmed against stand-wide survey measurements (5 plots 
with 5 collars each, within 300 m of the instrument tower; Noormets 
et al., 2012). At each tower, and adjacent to the Rs collars, soil tem
perature (TS; CS107 Campbell Scientific (CSI), USA) and moisture (q; 
CS616, CSI) were measured at 0–5 and 0–30 cm (integrated) depth, 
respectively. All sites were also instrumented for eddy covariance 
measurements of CO2 and H2O fluxes (LI-7500; Licor, USA) and a 
CSAT-3 (CSI; US-NC1 and US-NC2) or WindMaster (Gill, UK; US-NC4)), 
as well as for air temperature (Ta; HMP45AC, Vaisala, Finland), 
photosynthetically active radiation (PAR; PARLITE, Kipp & Zonen, 
Netherlands), and precipitation (P; TE525MM, Texas Electronics, USA). 
US-NC4 also included an open-path analyzer for FCH4 (LI-7700, Licor) 
measurements. Data processing of the 10 Hz data using Eddypro (v 
6.1.0; LICOR) and post-processing of the 30 min fluxes has been docu
mented elsewhere (Miao et al., 2017; Mitra et al., 2020). All fluxes, as 
well as meteorological data, were computed at a 30-minute resolution 
(e.g., Aguilos et al., 2020; 2021). The three years chosen from each site 
(US-NC1: 2009, 2010, 2011; US-NC2: 2010, 2013, 2014; US-NC4: 2013, 
2015, 2016) had gaps in the meteorological time series which repre
sented less than 30 % of the total data collected. While short gaps (~ 
hours) were filled using linear interpolation, longer gaps were filled 
using the MDS approach (Falge et al., 2001). 

2.3. Wavelet denoising 

Wavelet denoising incorporated wavelet transformation, whereby a 
wavelet function was partitioned to multiple sub-signals by adjusting 
the scaling and shifting parameters of the mother wavelet function. 
Wavelets are mathematical functions with a wave shape that partitions a 
time series into different frequency components which are then used to 
localize a given function in both position and scale. Sub-signals with two 
different types of coefficients were produced: detailed and approxima
tion (S). The former is a high-frequency (or noise or rapidly changing) 
component of the original signal, while the latter represents slow 
changing (or residual or trend) aspect of the original signal. The signal 
decomposition process was repeated multiple times to generate 
numerous high-resolution components (Drago and Boxall, 2002; Chou, 
2007; Naley et al., 2012, 2013; Joshi et al., 2016; Liu and Menzel, 2016). 

For this study, the non-decimated discrete wavelet transformation 
with the Daubechies orthonormal compactly supported wavelet (Length 
= 8) basis function acted as low and high pass filters. Daubechies (db) 
wavelet is advantageous as it has compact support and orthogonal 
properties (Vonesch et al., 2007; Nalley et al., 2012; 2013), thereby 
allowing it to localize signals (Liu and Menzel, 2016). The Daubechies 
orthonormal compactly supported wavelet of length 8 was chosen to 
provide a trade-off between time and frequency localization. A lower 
value would have provided poorer frequency localization, while longer 
filters provide better frequency localization but may have poorer time 
localization. The environmental time-series signals were decomposed by 
a factor of 2 (dyadic degradation) into several detailed hierarchical 
levels as shown below (Mallat 1989; Daubechies 1990; Daubechies 
1992). The detailed (d1 – d12) wavelet vectors represented different 
time scales, which can broadly be classified under four broad categories:  

• Hourly scale: d1 (0.5 h), d2 (1 h), d3 (2 h)  
• Diel scale: d4 (4 h), d5 (8 h), d6 (16 h), d7 (1.33 days)  
• Synoptic scale: d8 (2.66 days), d9 (5.33 days), d10 (10.67 days), d11 

(21.33 days)  
• Seasonal scale: d12 (42.67 days). 

In the studies by Mitra et al. (2019), (2020), distinct environmental 
drivers were identified for soil respiration (Rs) and methane flux (FCH4). 
Both Rs and FCH4 demonstrated statistically significant diurnal cospec
tral peaks correlating with Photosynthetically Active Radiation (PAR), 
suggesting a link with carbohydrate availability via Gross Primary 
Productivity (GPP). Additionally, they exhibited synoptic and seasonal 
peaks associated with various factors: soil temperature (Ts) influenced 
both Rs and FCH4; atmospheric pressure (P), water table depth (WTD) 
and soil moisture (q) specifically impacted FCH4 and soil moisture also 
affected Rs. 

The time series of the environmental drivers of Rs and FCH4 were 
therefore reconstructed with only the dominant and statistically signif
icant wavelet coefficients and added to the S coefficient (Fig. 1, Supp. 
Figs. S6, S7, Liu et al., 2019). The other wavelet coefficients were set at 
0. The reconstructed time series, expressed as variance in the selected 
energetic wavelet coefficients, can be expressed as follows (Renaud 
et al., 2005): 

PARr = d4 + d5 + d6 + d7 + S (1)  

Tsr = d8 + d9 + d10 + d11 + S (2)  

θr = d8 + d9 + d10 + d11 + d12 + S (3)  

WTDr = d8 + d9 + d10 + d11 + d12 + S (4)  

Pr = d8 + d9 + d10 + d11 + d12 + S (5) 

The multiresolution wavelet partition of the environmental drivers 
to demonstrate the signal decomposition process has been highlighted in 
Supplementary Figs. S1–S5. Due to space limitations, results from every 
site and year are not shown. From a statistical perspective, retaining the 
dominant frequencies is akin to denoising or band-pass filtering. Thus, 
these meteorological sub-series generated by wavelet transformation 
were used as input variables for Rs (Tsr, PARr, q r) and FCH4 (Tsr, PARr, Pr 
and WTDr) and hybridized with machine learning, MDS and Bayesian 
algorithms for improved prediction of the two greenhouse gases. 

2.4. Gapfilling algorithms 

The original (“measured”) and decomposed (“spectrally filtered") 
signal components were then used as drivers to gap-fill RS and FCH4 using 
different algorithms. Wherever the decomposed signals (Tsr, PARr, q r, Pr 
and WTDr) have been used as input, the corresponding gap-filled model 
has been referred to as a spectral model, and the approach is referred to 
as a scalar-based approach. Gap-filled model using unfiltered measured 
data (Ts, PAR, q, P and WTD) has been referred as measured-data based 
approach. The different algorithms analyzed in this study have been 
summarized below. 

2.4.1. Q10 model 
A nonlinear regression approach was used to gap-fill the half-hourly 

measurements of a carbon flux (Fx = either RS or FCH4) using a Q10 
function with Ts as shown below: 

Fx = RrefQ(Ts − 10)/10
10 (6) 

The model parameters were determined using the Ordinary Least 
Squares (OLS) algorithm, and the optimum parameters were chosen to 
minimize the Residual Sum of Squares (RSS). 
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2.4.2. Marginal distribution sampling (MDS) 
MDS is based on the look-up table and mean diurnal curve approach. 

Spectral (only for Rs) and non-spectral approaches were incorporated, 
whereby any single gap in the flux (Rs) were replaced by average flux 
values within a certain window frame and based on similar meteoro
logical conditions (REddyProc; Reichstein et al., 2005; Wutzler et al., 
2018). 

2.4.3. Elastic net regression 
A penalized multivariate variant of Ordinary Least Squares regres

sion (OLS), elastic net regression is ideal when the input data set have 
high multicollinearity between predictor variables. Mathematically, the 
cost function of elastic net regression can be expressed as follows: 
(

RSS+ l
[
(1 − a)

(
S|bj|2

)/
2 + a ∗ (S|bj|)

] /
N
)

(7) 

Where βj refers to coefficients, λ is the shrinkage parameter used to 
balance the fit of data and magnitude of coefficients, N is the number of 
observations, and RSS is the residual sum of squares. To make the esti
mated parameters close to the "true" parameters, improve model accu
racy, and account for multicollinearity, a mixing parameter α is 
incorporated (Zou and Hasie, 2005). 

2.4.4. Support vector machine (SVM) 
Ideal for nonlinear systems, the regression version of Support Vector 

Machine (SVM) is a nonparametric machine learning algorithm that 
defines boundaries in a high dimensional sub-space using a hyperplane 

(Smola and Schölkopf, 2004; Chapelle et al., 2002; Birzhandi et al. 
2019). A line is used to separate classes for two-dimensional space, while 
a plane is used for three-dimensional space. The perpendicular distance 
of observations from the hyperplane is calculated, and the minimum 
distance value is identified as the margin. The hyperplane with the 
maximum value of the margin is chosen. The points which fall within the 
margin are known as support vectors. A misclassification budget (B) is 
established, whereby the algorithm limits the sum of distances of the 
points on the wrong side of the margin. The hyperparameter, c (µ (1/B)), 
is chosen so that it will both prevent overfitting of the measured data 
and prevent too many misclassified observations. The radial kernel was 
used to establish nonlinear boundaries between two observations. SVM 
is scale sensitive, and hence all datasets were scaled to have a mean of 
0 and a standard deviation of 1. 

2.4.5. Ensemble methods 
The basic building block of ensemble methods are decision trees. 

Decision trees conduct a recursive partition of the space defined by the 
independent variables to smaller regions. Features are partitioned in 
such a way that the residual sum of squares (RSS) improves the most. 
Subsequent splits are not performed on the entire set but on the prior 
split. To control the split from leading to unnecessary branches, one 
needs to prune the tree to an optimal size to prevent low bias and high 
variance. Based on this decision tree algorithm, two ensemble methods 
were adopted: Extreme Gradient Boosting (XGBoost) and Random Forest 
(RF). 

The XGBoost algorithm uses the predictions from a set of "weak" 

Fig. 1. 30 min. temporal sequences of original soil respiration (Rs, umol m− 2s− 1, A–C) as well as original (Meas.) and spectrally reconstructed (Spectral) time series 
of Photosynthetically Active Radiation (PAR, umol m− 2 s− 1, D–F), soil temperature (Ts, ◦C, G–I) and soil moisture (θ, %, J–L) for US-NC1 for three different years. 
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learners to create a strong "learner", ensuring no overfitting. In addition, 
the objective function for XGBoost incorporates predictive and regula
rization terms and incorporates optimal computational efficiency by 
automatically allowing parallel calculations (Friedman, 2001; Chen 
et al., 2015). The development of multiple decision trees using the 
bagging ensemble methodology is the random forest (RF) algorithm 
(Breiman, 2001). First, data is randomly partitioned into the training 
and testing component at a fixed rate. Next, the model is initialized by 
generating many trees (parameter = ntree) using the bootstrap 
approach, which then leads to the development of a large number of 
decision subtrees. Those datasets (approx.: 1/3rd) which are not 
included in this step are referred to as "out-of-bag". Then, only a subset 
(parameter = mtry) of the predictor variables is selected randomly and 
tested on the training dataset. Finally, the optimal model developed 
from the training dataset is evaluated on the test dataset. 

2.4.6. Artificial neural networks (ANN) 
Compared to linear regression, ANN is an alternative nonlinear 

parametric procedure that will have less bias and low values in the 
estimation errors (Dayhoff 1990; Ripley 1996; Bishop 1995; Dia
mantopoulo 2005). ANN mimics human brain processing and is a par
allel distributed processor consisting of multiple components, including 
a set of connected nodes (artificial neurons) that form the input layer, 
multiple hidden layers, output layer, weights schemes, thresholds, and 
transfer activation functions. ANNs assume no prior assumption about 
the relationship between independent and dependent variables and are 
capable of quantifying complex nonlinear processes. However, the 
above-mentioned relation remains "hidden" within the neural architec
ture, thereby not allowing the relationship to be expressed mathemati
cally. Other advantages of ANN include high fault tolerance that would 
ensure the reliability of the system’s input-output relation, efficient 
parallel interconnectedness, and efficient storage and processing of in
formation using a distributed system. The trained ANN was a multilay
ered perceptron with a backpropagation training algorithm for this 
study. Three different values of the hidden layers were experimented 
with in this study (Supp. Table 1). Training and testing of ANN were 
implemented in R using the "Neuralnet" package (Günther and Fritsch, 
2010). 

2.4.7. Heterogeneous ensemble methods 
A simple weighted linear combination of Elastic net regression, SVM, 

XGBoost, RF, and ANN were integrated to form an ensemble model. The 
outputs from the ensemble model were combined using a linear greedy 
stacking optimization strategy to generate the final output. The opti
mization strategy selects the most optimal output at each time step. The 
ensemble model was implemented in R using the ‘caretEnsemble’ pack
age (Deane Mayer and Knowles, 2019). 

2.4.8. Bayesian regression 
A Bayesian framework (Bayes, 1763) with the underlying assump

tion that errors are independent and normally distributed was used to 
quantify RS and FCH4. Probabilistically, the single-level regression model 
can be expressed as follows: 

Rs = βo + β1 ∗ PARr + β2 ∗ Tsr + β3 ∗ θr (8)  

FCH4 = βo + β1 ∗ PARr + β2 ∗ Tsr + β3 ∗ WTDr + β4 ∗ Pr (9) 

The parameters βo, β1, β2, β3, β4, are the intercept and regression 
coefficients corresponding to the decomposed signal components of the 
associated environmental drivers. With the addition of the error term 
(ϵi ), the likelihood function for Rs and FCH4 can be expressed as follows: 

Rsi ∼ (βo + Xi ∗ β+ ϵi) (10)  

FCH4i ∼ (βo + Xi ∗ β+ ϵi) (11)  

ϵi ∼ N
(
0, σ2 ) (12)  

Rsi (& FCH4i) are the elements temporally corresponding to the 
decomposed environmental drivers Xi (PARr, Tsr, θr, WTDr, Pr) and er
rors ϵi are normally distributed with mean 0 and variance σ2 . Eqs. (8)– 
(12) were also adopted for the unfiltered measured data. Weakly 
informative priors corresponding to the parameters were used to prevent 
overfitting (Muth et al., 2018). The priors and likelihood functions were 
combined to form the joint posterior distributions, sampled using Mar
kov Chain Monte Carlo (MCMC) simulations. The weakly informative 
prior adopted in this paper has the advantage of reduced uncertainty in 
the posterior distribution of the parameters and reduces the high 
computational cost of running MCMC simulations (Muth et al., 2018). 

Four MCMC chains were run with 5000 iterations each, with the first 
2000 iterations discarded as they comprised the "warm-up" period. 
Chain convergence was analyzed visually by analyzing the trace plots 
(Kass et al., 1998) and calculating the scale reduction factor (Gelman 
and Rubin, 1992). Convergence was determined when the scale reduc
tion factor value was less than 1.2 (Muth et al., 2018) and the sample 
size was well above 1000 (Muth et al., 2018). Model fit was analyzed 
using a graphical posterior predictive model check, whereby the 
measured data (Rs and FCH4) were compared against the histogram of the 
corresponding posterior predictive distribution. Posterior estimates of 
β and ϵi were summarized by the 95 % credible interval (C.I) (Supp. 
Tables 3–5). Simulating draws from the posterior predictive distribution 
were used to generate predictions for the missing observations and the 
corresponding 95 % C.I. The Bayesian regression model was imple
mented with the R package "rstanarm" (Goodrich et al., 2020). The 
rstanarm package incorporates prior predictive rescaling, whereby the 
prior scales of the intercept, coefficients, and the error are internally 
rescaled by the standard deviation of the errors, thereby adjusting the 
posterior range. Thus, the posterior range of the predictors would appear 
to be different from the absolute values of the predictor variables (Supp. 
Tables 3–5). 

2.5. Hyperparameters 

Another key aspect is hyperparameters or tuning parameters, which 
express the complexity of the different machine-learning algorithms 
(Elastic net regression, SVM, XGBoost, RF, and ANN). The hyper
parameters for each algorithm were not fixed. Still, they were given a 
range of values (Supp. Table 1), and hyperparameter values were 
determined using grid search (hyperparameter optimization technique) 
in conjunction with a 10-fold cross-validation sampling strategy. The 
training dataset was randomly partitioned into nine training and one 
validation dataset in this approach. The model was trained on the 
training component of the dataset and validated against the validation 
component of the dataset. This operation was repeated ten times. The 
average of the ten individual scores from the 10-fold cross-validation 
estimate was used to generate the best hyperparameters. Those hyper
parameters were then used to evaluate the unseen test (30 %) data set. 

2.6. Model evaluation 

Quantifying the predictive performance of the different machine 
learning algorithms is a crucial component of the different gap-filling 
strategies. However, applying the model’s predictive performance on 
the same set of data that it has been analyzed upon incurs the risk of 
overfitting. That risk is minimized if the model is evaluated on an in
dependent dataset. This approach was implemented by randomly par
titioning the dataset (Rs & FCH4) into training and testing classes. We 
used 70 % of the partitioned data for training, while the remaining 30 % 
was used to evaluate the performance of the gap-filling algorithms. 

Model performance was evaluated by their root mean square error 
(RMSE), mean absolute percentage error (MAPE), mean absolute error 
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(MAE), and coefficient of determination (R2). These four indicators were 
combined into a synthesis index (SI) to provide a comprehensive mea
sure of the model performance (Chou et al., 2014). RMSE was first 
normalized with the other nine RMSE values generated during the 
10-fold cross-validation process to generate SI. Then, a similar operation 
was implemented for MAPE and MAE. As the direction of R2 is opposite 
to that of the other three measured errors, 1-R2 was used instead (per
sonal communication, Dr. Chou). Finally, SI was quantified as shown 
below: 

SI =
1
n
∑n

i=1

(
Pi − Pmin,i

)

(
Pmax,i − Pmin,i

) (13)  

Pi refers to the ith performance measure, and n is the number of per
formance indexes. High model performance is marked by low SI. 

Forecast skill (FS) was computed as shown below to evaluate the 
performance of the scalar-based gap-filling algorithms against three 
baseline models, including standard measured-data driven machine 
learning, Q10 and MDS approaches (Eq. (6)) (Chu et al., 2015): 

FS = 1 −
RMSEmodel

RMSEbm
(14)  

RMSEmodel and RMSEbm refer to the RMSE value calculated over the 
entire dataset for the scalar-data driven algorithm and the baseline 
model, respectively. Positive and negative FS values indicated better and 
worse performance of the scalar-based gap-filling algorithms compared 
to the three baseline approaches. The difference between the mean SI for 
the training and testing component quantifies the stability of the four 
algorithms and is summarized in Table S2. An increase in mean SI when 
the algorithm was tested on the unknown dataset implies a decrease in 
prediction accuracy. A t-test was conducted for each algorithm, corre
sponding to each site and year to check for statistically significant dif
ference between the training and testing component. 

2.7. .Uncertainty analysis and prediction 

Artificial gaps were incorporated within the Rs and FCH4 time series 
to evaluate the impact of gaps on the performance of the machine 
learning algorithms. These gap lengths represented a spectrum, 
including short (~ few hours), medium (< 2 days), and long (> 2 days) 
gaps (Moffat et al., 2007). Overall, 10 % of additional gaps were created 
and, in many cases, the new gaps overlapped with the existing gaps. 
These gaps were simulated ten times. The above-mentioned gap-filling 
operation was repeated for each of the 10-time series for each site year. 

3. Results 

The spectrally filtered (reconstructed) time series followed most of 
the measured values as expected, similar to a running mean (Figs. S1–S5, 
panels A-L). Only the intermediate scale fluctuations in soil moisture 
(Fig. S4), and less so in water table depth (Fig. S5), exhibited occasional 
divergence. In all of the time series, the approximation coefficient (S; 
Figs. S1–S5, panel M) was the slowest component (i.e., the trend) of the 
time series. 

The efficacy of spectral filtering on the performance metrics of the 
individual machine learning algorithms compared to model run on 
measured data has been delineated in Table 1. Within the context of the 
US-NC1 site, the enhancement in model performance, quantified by the 
positive and negative alterations in R2 and RMSE values, was most 
pronounced for the elasticnet regression model, whereas no significant 
changes were observed for any algorithms at the US-NC2 site. In the case 
of FCH4 fluxes at the US-NC4 location, the elasticnet regression (average 
ΔR2 = 8.3 %) and Artificial Neural Network (ANN) (average ΔR2 =

13.36 %) algorithms exhibited the most substantial improvement. While 
MDS_Spectral incorporated spectral filtering (Fig. S8), the enhancement 
in model fit over traditional MDS was minimal (Fig. 2) Ta
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Fig. 2. Bar plot summarizing statistical model performance (quantified by R2, RMSE) of soil respiration (Rs) gapfilling using two different variants of the Marginal 
Distribution Sampling algorithm, employing two distinct sets of environmental inputs for model calibration: measured data (MDS) and spectrally filtered data 
(MDS_Spectral). 

Fig. 3. Box plots of the Synthesis Index (SI) used to evaluate the performance of various machine learning algorithms for training (black bars) and testing (grey bars) 
phases of the dataset. Panels A-C depict SI distributions for soil respiration (Rs, umol m− 2s− 1) at US-NC1 across three different years, panels D-F show SI for Rs at US- 
NC2, and panels G-I illustrate SI for methane flux (FCH4, umol m− 2s− 1) at US-NC4. Each panel provides a comparison of algorithm performance within a specific site- 
year context. Notably, p-values from t-tests comparing algorithm performances are annotated above the respective box plots for each site-year combination. 
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Fig. 3 illustrates variability in robustness, consistency, and relative 
performance across different site-years for the different machine 
learning algorithms when evaluated across training and unknown test 
datasets. All the models utilized spectrally filtered (PARr, Tsr, θr, 
WTDr, Pr) environmental drivers as input. Notably, the SVM algorithm 
and RForest algorithm demonstrated a broad range of performance ef
ficiency for the same site and years when predicting the unknown test 
dataset (Fig 3A–C). Similarly, across US-NC2 and US-NC4, divergences 
in the mean stability analysis value for various machine learning algo
rithms across multiple years presented no discernable pattern (Fig. 3, 
Supp Table 2). Across all three sites, no algorithm showed a statistically 
significant difference between training and testing datasets (p < 0.05). 

Fig. 4 provides a comprehensive evaluation of the efficiency of 
various spectrally driven algorithms by pooling F-Score (FS) values 
across different sites and years, facilitating a broad assessment of their 
performance relative to the measured-data driven MDS and Q10 ap
proaches. On average, the RForest algorithm exhibited superior perfor
mance compared to both MDS and Q10 algorithms across all sites, as 
evidenced by its consistently positive average FS scores. Except for 
ElasticNet across US-NC2, all the spectrally driven algorithms out
performed the Q10 algorithm. As indicated by the average negative FS- 
score, ElasticNet and SVM algorithms were consistently inferior to the 
MDS algorithm. When MDS was run in the spectral mode for Rs, the 
benefit (as measured by positive FS score) was minimal. 

The spectrally driven individual machine learning algorithms (Figs 
S9 A–E), as well as MDS (Fig. S9 G) and the original data driven MDS 
(Fig. S9 F) and Q10 (Fig. S9 H) algorithms exhibited a saturation 
response pattern, wherein the models were unable to capture the vari
ability of high or low observed values. Of these, RForest, followed by 
MDS and MDS_Spectral demonstrated the least bias with regard to 
saturating effect, as evident by the tighter clustering of data points 
around the line of perfect fit. The Q10 algorithm demonstrated the 
highest level of bias and low accuracy (lower R2 values). 

Fig. 5 provides an overall assessment of four different algorithms: 
MDS, Q10, spectral (Spectral) and original (Meas.) data driven ensemble 
model. Across all sites, spectrally driven ensemble model ranked highest 

in terms of accuracy (R2) and efficiency (RMSE), followed by the 
ensemble measured data driven approach with the Q10 algorithm being 
the least efficient. Between the ensemble Spectral and Meas. approach, 
the difference in terms of model improvement was minimal (e.x: less 
than 2 % across US-NC1). 

Histograms of the posterior predictive distribution of the trained 
dataset (Rs, FCH4) simulated by their corresponding likelihood functions 
(Eqs. (10), (11)) are summarized in Fig. S10. The histograms are a 
visualization tool to demonstrate the accuracy of the parameter space 
and the likelihood function. In all cases, the histograms plotted with a 
zero-valued baseline demonstrated symmetric unimodal distribution 
with no outliers. Three aspects (mean, median, and standard deviation 
(SD)) of the distributional features of the dataset have been summarized 
and compared with the mean statistics of the observed values. In all 
cases, the mean of the observed data was in the middle of the distribu
tion (Fig. S10). 

Bayesian simulations of Rs, FCH4 generated by their corresponding 
likelihood functions have been summarized in Fig. 6. For the three 
different sites and different years, 70–90 % of the raw data (Rs, FCH4) 
were within the 95 % credible interval (C.I). The low range of the sta
tistically significant coefficients (lack of zero in the 95 % credible in
terval) of the different parameters identified in the likelihood functions 
have been summarized in the supplementary tables (Supp. Tables 3–5) 
and reflect the reduction in model uncertainty. Spatial filtering also did 
not lead to discernable difference in the bayesian prediction of the 
greenhouse gas against measured data driven Rs (Figs. 6, S11). 

4. Discussion 

The research spanned across different land types (managed and un
managed) having different soil biogeochemical conditions, ecosystems 
that are carbon-rich yet notably underrepresented in major monitoring 
networks such as Ameriflux and the North American Carbon Program 
(Aguilos et al., 2020, 2021). Positioned at the nexus of terrestrial and 
aquatic environments, these wetlands are facing a sharp decline due to 
climatic shifts, sea level rise, extreme events, and direct human activities 

Table 2 
Synopsis of Machine Learning Algorithms: Advantages, limitations, and performance insights for key algorithms within this study are tabulated, alongside pertinent 
literature references.  

Algorithm Pros Cons Notes / Specific Findings Refs. 

Random 
Forest  

• Ensemble of weak learners to strong learners.  
• Trains several decision trees in parallel  
• Unique trees reduce variance  
• Robust to noise and sample size.  
• Less dependent on hyperparameter tuning 

N/A  • Superior performance in various 
studies  

• Effective for methane fluxes (Figs. 3, 
S9, Supp. Table S6)  

• Misra and Li 
(2020)  

• Williams et al. 
(2020)  

• Misra and Wu 
(2020) 

SVM  • Potentially be improved with advanced techniques 
like coordinate descent, genetic algorithms, particle 
swarm optimization  

• Sensitive to noise and outliers.  
• Highly sensitive to 

hyperparameters.  
• - Not all kernel functions analysed  

• Less effective compared to Random 
Forest in certain years (Figures S9, 
Supp. Table S6)  

• Bai-dong (2010)  
• Tsirikoglou et al. 

(2017)  
• Ito and Nakano 

(2003)  
• Zhao et al. 

(2015)  
• Zhao et al. 

(2016)  
• Wang et al. 

(2012) 
XGBoost  • Mathematical similarities to Random Forest  • Performance not always on par 

with Random Forest.  
• Grid-based hyperparameter 

optimization may not be optimal  

• Performance issues with methane 
fluxes  

• Chen and 
Guestrin (2016) 

Elastic Net 
Regression  

• Assumes linearity  • Outperformed by other 
algorithms, especially with 
methane fluxes  

• Linear assumption may limit its 
applicability (Fig. S9, Supp. Table 6)  

• De Clercq et al. 
(2020) 

ANN  • Efficient in modeling non-linear and complex 
relationships  

• Performance dependent on the 
amount of training data  

• Back propagation algorithm 
susceptible to local minima  

• Requires sufficient training data for 
optimal performance.  

• Issues with local minima (Fig. S9, 
Supp. Table 6)  

• Kala et al. 
(2009)  

• Chevalier et al. 
(2011)  
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such as land conversion and drainage (Raabe et al., 2016). Our selected 
research locations typify the forest varieties found within the lower 
coastal plains of the Southeastern United States. Furthermore, our 
research has attempted to address a critical theme in the understanding 
of the global carbon cycle that seeks to move beyond the standard 
correlative statistical simulation of two important biochemical processes 
(Rs, FCH4) and seek to develop a parsimonious causal understanding of 
how temperature and other biological and non-biological factors over
lap in a non-linear asynchronous fashion to induce the two greenhouse 
fluxes (Vargas et al., 2010; Vargas et al., 2011; Sturtevant et al., 2016). 

4.1. Scale, spectral filtering and gapfilling 

Scale is “…the fundamental conceptual problem in ecology, if not all of 
science” (Levin 1992) and is key to understanding patterns and processes 
(Bissonette 2017; Hernandez, 2020). To that end, partitioning the 
variability of the two fluxes at different scales can help to provide a more 
improved understanding of the role of different drivers in driving the 
temporal patterns in Rs and FCH4. Multiresolution analysis using wave
lets, as depicted in Figs. S1–S5 and described by Eqs. (1)–(5), offered a 
distinctive perspective by segmenting information into discrete pack
ages (d1-d12), facilitating an understanding of the temporal scale 

Fig. 4. Comparative analysis of the change in model effectiveness for predicting soil respiration (Rs, umol m− 2s− 1) and methane flux (FCH4, umol m− 2s− 1) using 
individual machine learning algorithms and the spectrally-filtered data driven MDS algorithm (MDS_Spectral), benchmarked against the traditional data-driven MDS 
and Q10 models. Panels (A) US-NC1 and (B) US-NC2 illustrate the performance variations for Rs, while panel (C) US-NC4 depicts the changes for FCH4. 

Fig. 5. Evaluation of four gap-filling methodologies for their accuracy in estimating gas fluxes, quantified by the correlation coefficient (R2) and root mean square 
error (RMSE). Soil respiration (Rs, umol m− 2s− 1) at locations US-NC1 and US-NC2 are analyzed in Panels A-C and D-F, respectively, while methane flux (FCH4), umol 
m− 2s− 1 at US-NC4 is presented in Panels G–I. 
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responses of Rs (and FCH4). These distinct information represent plant, 
microbial and abiotic processes that causally induced variation in Rs and 
FCH4 fluxes (Mitra et al., 2019; Mitra et al., 2020). By a close-up of finely 
detailed resolution (d1-d2, Eq. (1), Supp Fig. S1), one was able to link 
the rapid energetic frequencies of RS and FCH4 emission to plant activity, 
modulated primarily by photosynthesis (Baldocchi et al., 2001) while at 
the diel scale (d3–d6, Eq. (1), Supp Fig S1), diurnal variation of the 
meteorological drivers modulated the fluxes. Synoptic scales (d7-d12, 
Eqs. (2)–(5), Supp Figs S2–S5) established the importance of atmo
spheric pressure, soil moisture, and water table dynamics as well as 
superimposed seasonal changes in plant physiological status in con
trolling the slow-moving waveforms of the two greenhouse fluxes. 
Taking into account the diverse and intricate enzymatic processes 
among various taxa that underpin the multi-scale variability of Rs and 
FCH4, this aspect represents a novel contribution of this study. 

The employment of spectrally filtered data in the gap-filling of Rs 
and FCH4 fluxes, as opposed to an unfiltered measured data approach, 
resulted in only minimal variance among the different algorithms 
(Table 1, Figs. 2, 6 and S11). Nevertheless, applying spectrally filtered 
data aligns with the overarching principle that incorporating established 
biochemical insights alongside diverse machine learning techniques can 
be a highly effective strategy for the estimation of carbon budgets (Liu 
et al., 2024). Therefore, the study decisively utilized spectrally filtered 
data in advancing the gap-filling process for Rs and FCH4 fluxes, rein
forcing the premise that such a methodological approach harmonizes 
with the nuanced impacts exerted by each environmental and biological 
factor on the variability observed in these two pivotal greenhouse gas 
fluxes. 

The fusion of wavelet decomposition with machine learning algo
rithms for prediction adopted in this study has already been documented 
across various fields (Renaud et al., 2003; Kim and Valdes, 2003; 
Belayneh et al., 2014; Belayneh et al., 2016; Tiwari and Chatterjee, 
2010, 2011). Traditional spectral tools like wiener filtering, Kalman 
filtering, and Fourier transform are limited to linear systems and fail 

against non-stationary events (Sang et al., 2009). Daubechies’ wavelet 
transformation in this paper overcomes the above-mentioned limitation 
(Daubechies 1990; Daubechies 1992). 

4.2. Model comparison 

Disparities in stability analysis (Fig. 3, Supp. Table 2) for the same 
algorithms across sites and years indicate a lack of model generalization 
and suggests all models (Fig. 4) may have inherent limitations in 
capturing the full range of variability in the data across different envi
ronmental or temporal conditions. These variations (Figs. 3, 4, S9, Supp. 
Table 2) can be attributed to multiple factors, including overfitting and 
generalization, stochastic variance, sensitivity to hyperparameters and 
data gaps, algorithm complexity, and ease of interpretability. Table 2 
offers a nuanced synthesis of the confluence of factors impacting the 
outputs of the various machine learning algorithms evaluated within the 
context of this study. 

After evaluating multiple models, a heterogeneous ensemble 
approach that combined Elastic net regression, SVM, XGBoost, RF, and 
ANN was adopted (Spectral, Fig. 5) as such a strategy can compensate for 
the structural deficiencies of each technique along with the errors 
induced by hyperparameter optimization and noise in data (Weng and 
Huang, 2021; Yin et al., 2021). Simply put, the performance gain from 
the heterogeneous ensemble approach is linked to model diversity (Sagi 
and Lokach 2018). The machine learning heterogeneous model 
ensemble (Spectral), applied to the spectrally filtered driver inputs, 
outperformed both Q10 and MDS model estimates (Fig. 5). However, 
much of this difference originated from the performance of the RForest 
model that best captured the variability in the two greenhouse fluxes 
(Fig. S9, Supp. Table 6). 

The effective model fit of the MDS in both the scalar and measured 
data based approaches (Fig. S9, Supp. Table 6) can be attributed to its 
non-parametric approach based on diurnal interpolation, and look-up 
tables (Reichstein et al., 2005; Wutzler et al., 2018). The former was 

Fig. 6. Bayesian simulation of spectrally-filtered data driven Rs (umol m− 2 s− 1) (US-NC1 & US-NC2) and NEECH4 (umol m− 2 s− 1) (US-NC4) across different years. 
Solid grey lines represent the 95 % credible interval (C.I), measured values are represented by circle symbols, black and blue lines represent the gap-filling per
formance of the measured-data driven Q10 and MDS approach. 
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especially effective in the current study as there was strong diurnal 
variation in both Rs (Mitra et al., 2019) and FCH4 (Mitra et al., 2020). 
However, that may not be true for methane fluxes or other trace gases 
across all sites or within a biome on account of strong variability 
(Lucas-Moffat et al., 2022). The look-up table exploits the strong cor
relation between the fluxes and environmental parameters. However, 
the current FLUXNET standard gapfilling MDS model uses only three 
predictor variables (Kim et al., 2020). Hence, the spectral version for 
MDS was run only for Rs and not for FCH4, thereby limiting its ability to 
capture the responses in many-dimensional parameter space. More 
importantly, gaps longer than 12 days cannot be filled with the MDS 
approach (Moffat et al., 2007). The exponential Q10 model was adopted 
in this paper as it remains a commonly used function to fit greenhouse 
emission flux with temperature (Lloyd and Taylor, 1994). Furthermore, 
it obscures the compounding effects of moisture, temperature, and 
carbon substrate and does not consider the temporal domain of influence 
for each drivers (Ryan and Law, 2005; Davidson et al., 2006), a solution 
to which remains the core theme of this paper. 

Inference from Bayesian statistics remains fully a function of the 
observed data (Hackenberger 2019). The information used to simulate 
Rs and FCH4 was consistent with the information contained in the trained 
data set (Fig. S10). Thus, the choice of the parameter space (Eqs. (1)–(5)) 
and the likelihood function (Eqs. (10)–(12)) was appropriate. Further
more, weakly informative prior used in this study not only disallows any 
risk of Type I (rejection of null hypothesis when it is true) and Type M 
(exaggeration of statistically significant effects) errors (Lemoine 2019) 
but also helps to stabilize computation (Goodrich et al., 2020). Use of 
Bayesian (Figs 6, S11) along with different machine learning algorithms 
to predict the two greenhouse gases may not be redundant. Looking into 
the future and against the backdrop of extreme climate events, data 
distribution of environmental drivers may not mimic the current trend. 
New information on extreme events can easily be assimilated into the 
Bayesian framework as prior information. However, for machine 
learning models, it will need to be retrained with any new data in order 
to ensure that the training set is similar to the real-world scenario. 

4.3. Implications 

From the perspective of developing a robust framework for predic
tive modeling, there has been increased emphasis on identifying drivers 
that have a causal relationship with the GHG fluxes (Yuan et al., 2022). 
The principle of causality can be incorporated into other sites (Pearl, 
2019; Reichstein et al., 2019), promising to improve gap-filling perfor
mance across different biomes. Appropriate coupling of driving factors 
to Rs and FCH4 outputs at relevant time scales may provide a missing 
constraint to current ecosystem carbon cycle models and thus improve 
their projection capabilities under novel environmental conditions. In 
this study, we have demonstrated one approach to incorporating spec
tral information into Rs and FCH4 gap-filling models. While the numer
ical improvement in model fit statistics was small (at least with the 
current data and models evaluated), there was a trend for greater 
improvement in parametric models that implicitly assume the univer
sality of causality at all time scales. More nuanced non-parametric 
models (especially MDS) showed less improvement with spectrally 
filtered input data (Figs. 2, S8), presumably because the time scales and 
covariance with other factors is already implicitly accounted for in such 
structures. More importantly, though, the explicit consideration of 
timescales of variability represents the mechanisms more realistically, 
or spectrally truthful, approach. As shown here, spectral filtering can be 
applied to many different model structures and would be an easy 
modification to make in functional biogeochemical models, as well. We 
propose that current gap-filling tools be updated to include such an 
option. 

Although the proposed approach is statistical in nature, it is consis
tent with other recent developments in soil carbon dynamics and 
ecosystem carbon cycle research. The significance of newly assimilated 

carbohydrates in controlling both root and soil microbial processes has 
been highlighted in recent ecosystem models (Wieder et al., 2015; 
Robertson et al., 2019). These studies, both directly and indirectly, un
derscore the importance of carbohydrate substrates for microbial ac
tivity, thus supporting the overarching narrative of this research. 
Similarly, the surplus carbon hypothesis (Prescott et al., 2020) high
lights the significance of new carbohydrate availability to katabolic 
processes on short timescales, while also allowing for temporary tem
poral decoupling between assimilatory and respiratory processes 
(Noormets et al., 2021). 

5. Conclusions 

In this study, gap-filling soil respiration and methane fluxes using 
temporally filtered time series variables within a machine learning 
framework slightly enhanced the model’s accuracy compared to the 
MDS method. The enhancement over the Q10 model was more signifi
cant. Although using spectrally filtered data over unfiltered data did not 
markedly alter the two greenhouse gas predictions, we conclude that 
adopting a scale-based methodology for gap-filling is beneficial and 
could be applied across different biomes. The combination of wavelet 
filtering with a machine learning framework offers the advantage of 
’generalizability’ to new environments, facilitating adaptability across 
scales and time. 
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